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Many interesting but practically intractable problems can be reduced
to that of finding the ground state of a system of interacting spins;
however, finding such a ground state remains computationally
difficult1. It is believed that the ground state of some naturally occur-
ring spin systems can be effectively attained through a process called
quantum annealing2,3. If it could be harnessed, quantum annealing
might improve on known methods for solving certain types of
problem4,5. However, physical investigation of quantum annealing
has been largely confined to microscopic spins in condensed-matter
systems6–12. Here we use quantum annealing to find the ground
state of an artificial Ising spin system comprising an array of eight
superconducting flux quantum bits with programmable spin–spin
couplings. We observe a clear signature of quantum annealing,
distinguishable from classical thermal annealing through the tem-
perature dependence of the time at which the system dynamics
freezes. Our implementation can be configured in situ to realize a
wide variety of different spin networks, each of which can be
monitored as it moves towards a low-energy configuration13,14.
This programmable artificial spin network bridges the gap between
the theoretical study of ideal isolated spin networks and the experi-
mental investigation of bulk magnetic samples. Moreover, with an
increased number of spins, such a system may provide a practical
physical means to implement a quantum algorithm, possibly allow-
ing more-effective approaches to solving certain classes of hard com-
binatorial optimization problems.

Physically interesting in their own right, systems of interacting spins
also have practical importance for quantum computation15. One
widely studied example is the Ising spin model, where spins may take
on one of two possible values: up or down along a preferred axis. Many
seemingly unrelated yet important hard problems, in fields ranging
from artificial intelligence16 to zoology17, can be reformulated as the
problem of finding the lowest energy configuration, or ground state, of
an Ising spin system.

Quantum annealing has been proposed as an effective way for find-
ing such a ground state2–5. To implement a processor that uses quantum
annealing to help solve difficult problems, we would need a program-
mable quantum spin system in which we could control individual
spins and their couplings, perform quantum annealing and then
determine the state of each spin. Until recently, physical investigation
of quantum annealing has been confined to configurations achievable
in condensed-matter systems, such as molecular nanomagnets6–10 or
bulk solids with quantum critical behaviour11,12. Unfortunately, these
systems cannot be controlled or measured at the level of individual
spins, and are typically investigated through the measurement of bulk
properties. They are not programmable. Nuclear magnetic resonance
techniques have been used to demonstrate a quantum annealing algo-
rithm on three quantum spins18. Recently, three trapped ions were
used to perform a quantum simulation of a small, frustrated Ising spin
system19.

One possible implementation of an artificial Ising spin system
involves superconducting flux quantum bits20–28 (qubits). We have

implemented such a spin system, interconnected as a bipartite graph,
using an in situ reconfigurable array of coupled superconducting flux
qubits14. The device fabrication is discussed in Methods and in Sup-
plementary Information. The simplified schematic in Fig. 1a shows
two superconducting loops in the qubit, each subject to an external flux
bias W1x or W2x, respectively. The device dynamics can be modelled as a
quantum mechanical double-well potential with respect to the flux, W1,
in loop 1 (Fig. 1b). The barrier height, dU, is controlled by W2x. The
energy difference between the two minima, 2h, is controlled by W1x.
The two lowest energy states of the system, corresponding to clockwise
or anticlockwise circulating current in loop 1, are labelled j#æ and j"æ,
with flux localized in the left- or the right-hand well (Fig. 1b), respec-
tively. If we consider only these two states (a valid restriction at low
temperature), the qubit dynamics is equivalent to those of an Ising
spin, and we treat the qubits as such in what follows. Qubits (spins) are
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Figure 1 | Superconducting flux qubit. a, Simplified schematic of a
superconducting flux qubit acting as a quantum mechanical spin. Circulating
current in the qubit loop gives rise to a flux inside, encoding two distinct spin
states that can exist in a superposition. b, Double-well potential energy diagram
and the lowest quantum energy levels corresponding to the qubit. States |"æ
and |#æ are the lowest two levels, respectively. The intra-well energy spacing is
vp. The measurement detects magnetization, and does not distinguish between,
say, |"æ and excited states within the right-hand well. In practice, these
excitations are exceedingly improbable at the time the state is measured.
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coupled together using programmable coupling elements29 which pro-
vide a spin–spin coupling energy that is continuously tunable between
ferromagnetic and antiferromagnetic coupling. This allows spins to
favour alignment or anti-alignment, respectively.

The behaviour of this system can be described with an Ising model
Hamiltonian

HP~
XN

i~1

his
z
i z

XN

i,j~1

Jijs
z
i sz

j ð1Þ

where for spin i sz
i is the Pauli spin matrix with eigenvectors {j"æ, j#æ}

and 2hi is the energy bias; and 2Jij is the coupling energy between the
spins i and j. Our implementation allows each Jij and hi to be pro-
grammed independently within the constraints of the connectivity of
our devices.

The quantum mechanical properties of the individual devices have
been well characterized13, but we are interested in what happens when
several of them are coupled together. It is reasonable to ask whether
this manufactured, macroscopic (,1 mm) system of artificial spins
behaves quantum mechanically. We report here on an experiment that
demonstrates a signature of quantum annealing in a coupled set of
eight artificial Ising spins.

Whereas thermal annealing uses progressively weaker thermal fluc-
tuations to allow a system to explore its energy landscape and arrive at
a low-energy configuration, quantum annealing uses progressively
weaker quantum fluctuations, mediated by tunnelling. In both thermal
and quantum annealing, a system starts with a mixture of all possible
states: a classical mixed state in the former and a coherent superposi-
tion in the latter.

Quantum annealing can be performed by slowly changing the sys-
tem Hamiltonian

H(t)~C(t)
XN

i~1

Dis
x
i zL(t)HP

where C decreases from one to zero and L increases from zero to one
monotonically with time, and Di parameterizes quantum mechanical
tunnelling between j"æ and j#æ.

At the beginning of the annealing, C 5 1, L 5 0 and the system is
fully characterized by the transverse terms,

PN
i~1 Dis

x
i . The ground

state of this is a superposition of all states in the sz basis. It is straight-
forward to initialize the system in this state. During quantum anneal-
ing, the transverse term is gradually turned off (C R 0) and the weight
of the Ising Hamiltonian, HP, is increased (L R 1) (Fig. 2b). If this
annealing is done slowly enough, the system should remain in the
ground state at all times, thus ending up in the ground state of HP

(ref. 4).
The above description of quantum annealing is in the language of an

ideal Ising spin system. Let us look more closely at what this means for
an individual flux qubit. During annealing, the energy barrier, dU(t),
between the two wells is gradually raised (Fig. 2a). If thermal fluctua-
tions are dominant, then the qubit dynamics may be viewed as thermal
activation over the barrier with a rate that is proportional to e{dU=kBT

at a temperature T (kB, Boltzmann’s constant). This suggests that the
dynamics stops when dU?kBT . Because dU is increasing with time,
this freezing out happens at t<tTA

freeze, where dU(tTA
freeze)<kBT . Within

the relevant regime, dU is nearly linear in time, therefore classically we
expect tTA

f reeze to be linearly dependent on T.
If, however, the dominant fluctuations are quantum mechanical,

then the qubit may tunnel between the two wells, that is, between states
j#æ and j"æ. Raising the barrier, by increasing dU, reduces this tunnel-
ling until at some point it becomes negligible. In this picture, we expect
to find a quantum freeze-out time, tQA

freeze, that is independent of (or at
least very weakly dependent on) T. By measuring the T dependence of
tfreeze, the time at which the system can no longer respond to changes in
its energy landscape, we can determine whether classical thermal

activation or quantum tunnelling is the dominant effect governing
qubit dynamics.

Here we modify this annealing procedure to perform a specialized
experiment that permits us to distinguish between these two cases, by
allowing the hi in equation (1) to be time dependent. We measure the
‘step response’ of the system to rapid changes in h (rapid by compar-
ison with changes in C and L) at different stages during the annealing
process. In this way, we are able to measure tfreeze. By measuring tfreeze

as a function of T, we can infer whether the system dynamics is domi-
nated by thermal or quantum fluctuations.

We abruptly increase h from zero to a level ht at a delay time td

during annealing as shown in Fig. 2c, and then measure the probability
of the spin being in either configuration at the end of annealing. If h is
switched on very early in the annealing process, while the barrier dU is
still small in comparison with the thermal or quantum transition
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Figure 2 | Quantum annealing. a, Annealing is performed by gradually
raising the energy barrier between states. In thermal annealing, when the
barrier becomes much larger than kBT thermal excitation over the barrier
eventually ceases, at some time tTA

freeze. In quantum annealing, tunnelling
between states also will eventually cease, at a time tQA

freeze. b, The value of the
parameters C and L during annealing are not independent of each other in the
flux qubit. The annealing ends at tfinal 5 148ms. c, Changing the value of h(t)
(see d) at various points during annealing can be used to probe the freeze-out
time, tfreeze. d, Double-well potential during annealing. If h is turned on early
enough (blue line), the system follows the ground state through annealing and
reaches the final ground state of equation (1) with high probability. If h(t) is
turned on too late (red line), the state probabilities are determined by the earlier
Hamiltonian, for which h 5 0.
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energy scales, then the qubit will quickly respond and will be able to
evolve into the lower energy well, such that P", the probability of the
spin being in state j"æ, is greater than 1/2. The value of P" will depend
on both ht and T, as the system will strive to achieve a Boltzmann
distribution of its population statistics between j#æ and j"æ. However, if
h is not turned on until after the barrier has been raised sufficiently
high (td . tfreeze), the system will not be able to follow it and will be
equally likely to settle into either potential energy well, such that
P"< 1/2. These two situations are illustrated in Fig. 2d. For intermediate
values of td, the qubit will only partly succeed in responding to the
sudden application of the bias h.

Example plots of measured P" values versus td for a single qubit
at different temperatures are shown in Fig. 3a. In this case,
ht 5 2.55 6 0.04 GHz and D 5 9.0 6 0.2 GHz. Experimental para-
meters controlling the annealing process are discussed in Sup-
plementary Information. As expected, P" shows an initial (td<0) T
dependence and then converges to 1/2 at late delay times. These curves
were numerically fitted to extract tfreeze, the time at the middle of this
transition region, which in turn is plotted versus T in Fig. 3b. The curve
used for the fitting was obtained by numerical simulations of this

process using a quantum mechanical model as discussed in the Sup-
plementary Information.

In addition to the experimental results, in Fig. 3b we show the results
of three different numerical simulations. In all three cases, the model
parameters were independently measured for the individual devices,
leaving no free parameters. A simulation, based on a classical model,
treated the flux in the two superconducting loops as the coordinates of
a discrete particle inside the two-dimensional flux qubit potential, and
then coupled that particle to a thermal bath. The dynamics was simu-
lated by numerically solving the Langevin equation, as described in
Supplementary Information. The classically simulated tfreeze value varies
linearly with T, as expected. The other two simulations involved solving
a quantum mechanical model of a flux qubit coupled to a thermal
bath in which only the two or, respectively, four lowest-lying energy
levels of the flux qubit were kept. The dynamics was simulated by
numerically solving a non-Markovian density matrix equation of
motion (Supplementary Information). These two models will be
referred to here as the two-level and four-level quantum models.

The experimental results clearly show a saturation of tfreeze below
45 mK, in agreement with both the two-level and the four-level quantum
models and in disagreement with the classical model. The experimental
data deviate from the two-level model above 45 mK, as the upper energy
levels in the flux qubit start to become thermally occupied. The four-
level quantum model describes the behaviour of the system well up to
80 mK, where more energy levels start to be occupied. The experimental
data asymptotically approach the classical simulation results at higher
temperatures. We propose that if the quantum mechanical modelling
were extended by keeping even more energy levels, then it would repro-
duce the data to ever higher temperatures.

Both the measured and the simulated (four-level quantum model) T
dependence of P" for td < 0 are shown in the inset of Fig. 3a. Because
this probability has a strong T dependence for td , tfreeze, its measure-
ment provides us with an independent check on the effective temper-
ature of the spin system in this regime. Moreover, because the
probability does not saturate at 45 mK, where tfreeze saturates, it is a
clear indication that saturation of tfreeze is not a result of saturation of
qubit temperature. The key conclusion we draw from Fig. 3b is that our
qubit dynamics is best characterized as being quantum mechanical in
nature for T=80 mK. The system evolves to its ground state through a
process of quantum annealing. But so far we have shown this only for
an individual qubit. It remains to be shown whether quantum anneal-
ing can be performed on several spins coupled together.

To investigate this, we now configure our array into a chain of eight
ferromagnetically coupled artificial spins (Fig. 4), with Ji,i11 5 2J for
i 5 1, 2, …, 7 along the chain and Jij 5 0 otherwise. In our experiment,
we used J 5 12.78 GHz, which is near the maximum available for the
couplers. The lowest-energy configurations of this system correspond
to the two ferromagnetic states j""""""""æ and j########æ. Applying
strong but opposing biases, hB 5 62J, to the ends of the chain intro-
duces frustration into the system, and the lowest-energy configuration
will have a break in the ferromagnetic order; this is known as a domain
wall (where the spins change direction). For example, we depict the
state j""""####æ in Fig. 4a, for which the domain wall is the middle of
the chain.

In our step response experiment with the spins configured as a
chain, all six spins internal to the chain begin annealing with h 5 0.
In this situation, it is energetically equivalent for the domain wall to be
between any adjacent pair of spins, and each such state should occur
with probability P 5 1/7. If we leave h 5 0 for too long (td?tf reeze), we
expect to observe this distribution of single-domain-wall states. At
t 5 td, we apply a uniform bias, ht 5 0.1J, to the six intermediate spins.
Now the ground state is j"""""""#æ, with the domain wall at the right-
hand end of Fig. 4b. More system energy is required for the domain
wall to occupy positions to the left in Fig. 4. If td=tf reeze, we should
observe state j"""""""#æ occurring with probability P . 1/7. As in the
single-qubit case, we measure tfreeze by finding the transition point
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Figure 3 | Single-qubit results. a, Measured final ground-state probability, P",
in a single qubit versus the delay time, td, of a step ht 5 2.55 6 0.04 GHz in
energy bias, for T 5 22 mK (blue), 50 mK (green) and 90 mK (red). The solid
lines are the result of fits used to extract the freeze-out time, tfreeze. Inset,
measured and simulated (four-level quantum model) T dependence of P" for
td < 0. b, Measured tfreeze versus T (red points). We also show simulated plots of
tfreeze from two-level (dashed blue) and four-level (solid blue) quantum
mechanical models and from a classical model of the qubit (black). Error bars,
1s s.e.
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between these two state distributions (Fig. 5a). As before, we are able to
determine the dominant mechanism (thermal or quantum annealing)
by measuring the T dependence of tfreeze.

A summary of the experimental results for the eight-qubit chain is
shown in Fig. 5b. As with the single-qubit case, the experimentally
determined tfreeze values show saturation at low T and a crossover to
near-linear T dependence for T>45 mK. In this case, the classical
model treats the fluxes of all eight qubits as coordinates of a discrete
particle in a sixteen-dimensional potential. The classical model does
not capture the behaviour observed at low T. However, the quantum
models quantitatively agree with the experimental results for
T=50 mK. At higher temperatures, the classical model and the
four-level quantum model are both in qualitative agreement with the
experimental results.

The saturation of tfreeze at low T for the single-spin and eight-spin
systems is a clear signature of quantum annealing. It cannot be
explained by an experimental failure to reach lower T, as P"""""""#,
for td=tf reeze, follows its expected temperature dependence at low T
(Fig. 5a, inset). Nor can it be explained by classical thermal activation
processes, because for these lowering T would always decrease the rate
of thermal activation. This means that, classically, freeze-out should
happen earlier in the evolution, where the barrier is smaller, that is,
saturation is not possible. This qualitative argument is independent of
the detailed model used to describe classical dynamics. The low-
temperature behaviour of tfreeze in this system of eight coupled artificial
spins cannot be explained by thermal activation but is naturally
explained by quantum tunnelling. This measurement and its result
are reminiscent of the T-dependent escape rate measurements in the
pioneering works on macroscopic quantum tunnelling30,31, which
demonstrated a clear signature of quantum tunnelling in current-
biased Josephson junctions.

This brings us to our main conclusion: a programmable artificial
spin system manufactured as an integrated circuit can be used to
implement a quantum algorithm. The experiments presented here
constitute a step between understanding single-qubit annealing and
understanding the multi-qubit processes that could be used to find
low-energy configurations in a realistic adiabatic quantum processor.
In addition to its problem-solving potential, a system such as this also
provides an interesting test bed for investigating the physics of inter-
acting quantum spins, and is an important step in an ongoing investi-
gation into much more complex spin systems realized using this type
of architecture. Although our manufactured spin system is not yet a

universal quantum computer15, by adding a new type of coupler
between the qubits, universal quantum computation would become
possible32.

METHODS SUMMARY
Sample fabrication. We fabricated samples in a four-niobium-layer supercon-
ducting integrated circuit process using a standard Nb/AlOx/Nb trilayer, a TiPt
resistor layer and planarized SiO2 dielectric layers applied by plasma-enhanced
chemical vapour deposition. Design rules included 0.25-mm lines and spaces for
wiring layers and a minimum junction diameter of 0.6mm. Circuit details are
discussed in ref. 13.
Thermometry. We measured the effective device temperature attained during
these experiments in two ways. The first is based on analysis of the single-qubit
macroscopic resonant tunnelling. The second is based on measurement of P" versus
W1x at equilibrium and at a fixed barrier height. Both methods are described in ref.
33 and in Supplementary Information. Both measurements generally agreed with
the ruthenium oxide thermometer on the dilution refrigerator mixing chamber to
within a few millikelvin over the range of temperatures used in the experiment.

Confirmation of the thermometry comes from the agreement between the
measured T dependence of P:(td=tf reeze) and that predicted by the four-level
quantum model (insets of Fig. 3a and Fig. 5a). This is discussed further in Sup-
plementary Information.
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Figure 5 | Results for the eight-qubit ferromagnetic chain. a, Measured final
ground-state probability, P"""""""#, in the eight-qubit chain versus td for
ht 5 0.1J and T 5 22 mK (blue), 50 mK (green) and 90 mK (red). The solid lines
are the result of fits used to extract the freeze-out time, tfreeze. Inset, measured
and simulated (four-level quantum model) T dependence of P"""""""# for
td < 0. b, Measured tfreeze versus T (red points). We also show simulated plots of
tfreeze from two-level (dashed blue) and four-level (solid blue) quantum
mechanical models and from a classical model of the qubits (black). Error bars,
1s s.e.
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coupled qubits with uniform coupling coefficient Ji,i11 5 2J , 0 for i 5 1, 2, …,
7. The two end qubits are biased in opposite directions with hB 5 62J, such that a
domain wall has to form within the chain. All middle qubits are biased with a
target ht 5 0.1J. The configuration depicted is an excited state. The faint grey
arrows indicate the spin biases hi. b, Effective energy of the spin state
corresponding to there being a domain wall at each position along the chain at
finite ht. The ground state is the rightmost site.
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Annealing. Annealing was performed by sweeping W2x (Fig. 1b) from 0.592W0 to
0.652W0 linearly over a period of 148ms, where W0 is the magnetic flux quantum.
These values bracket the point at which the qubit becomes bistable. The devices used
are those analysed in ref. 14. (See Supplementary Information for more details.)
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